0.1

Confirmatory Factor Analysis

So, our attempt to identify underlying latent factors using EFA with carefully selected questions
from the personality item pool seemed to be pretty successful. The next step in our quest to develop
a useful measure of personality is to check the latent factors we identified in the original EFA with a
different sample. We want to see if the factors hold up, if we can confirm their existence with different
data. This is a more rigorous check, as we will see. And it's called Confirmatory Factor Analysis

(CFA) as we will, unsuprisingly, be seeking to confirm a pre-specificied latent factor structure.*!

In CFA, instead of doing an analysis where we see how the data goes together in an exploratory
sense, we instead impose a structure, like in Figure ??, on the data and see how well the data fits
our pre-specified structure. In this sense, we are undertaking a confirmatory analysis, to see how

well a pre-specified model is confirmed by the observed data.

A straightforward confirmatory factor analysis (CFA) of the personality items would therefore
specify five latent factors as shown in Figure ??, each measured by five observed variables. Each
variable is a measure of an underlying latent factor. For example, Al is predicted by the underlying
latent factor Agreeableness. And because Al is not a perfect measure of the Agreeableness factor,
there is an error term, e, associated with it. In other words, e represents the variance in Al that is

not accounted for by the Agreeableness factor. This is sometimes called measurement error.

The next step is to consider whether the latent factors should be allowed to correlate in our model.
As mentioned earlier, in the psychological and behavioural sciences constructs are often related to
each other, and we also think that some of our personality factors may be correlated with each other.
So, in our model, we should allow these latent factors to co-vary, as shown by the double-headed

arrows in Figure ?7.

At the same time, we should consider whether there is any good, systematic, reason for some
of the error terms to be correlated with each other. One reason for this might be that there is a
shared methodological feature for particular sub-sets of the observed variables such that the observed
variables might be correlated for methodological rather than substantive latent factor reasons. We’

Il return to this possibility in a later section but, for now, there are no clear reasons that we can see

*IAs an aside, given that we had a pretty firm idea from our initial “putative” factors, we could just have gone
straight to CFA and skipped the EFA step. Whether you use EFA and then go on to CFA, or go straight to CFA, is a
matter of judgement and how confident you are initially that you have the model about right (in terms of number of
factors and variables). Earlier on in the development of scales, or the identification of underlying latent constructs,
researchers tend to use EFA. Later on, as they get closer to a final scale, or if they want to check an established scale
in a new sample, then CFA is a good option.
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Figurel |Initial pre-specification of latent factor structure for the five factor personality scales,
for use in CFA



that would justify correlating some of the error terms with each other.

Without any correlated error terms, the model we are testing to see how well it fits with our
observed data is just as specified in Figure ??. Only parameters that are included in the model are
expected to be found in the data, so in CFA all other possible parameters (coefficients) are set to
zero. So, if these other parameters are not zero (for example there may be a substantial loading
from Al onto the latent factor Extraversion in the observed data, but not in our model) then we

may find a poor fit between our model and the observed data.

Right, let’ s take a look at how we set this CFA analysis up in jamovi.

0.1.1 CFA in jamovi

Open up the bfi_sample2.csv file, check that the 25 variables are coded as ordinal (or contin-

uous; it won’ t make any difference for this analysis). To perform CFA in jamovi:

» Select Factor - Confirmatory Factor Analysis from the main jamovi button bar to open
the CFA analysis window (Figure ?7).
= Select the 5 A variables and transfer them into the ‘Factors’ box and give then the label

“Agreeableness” .
= Create a new Factor in the ‘Factors’ box and label it “Conscientiousness” . Select the 5 ¢

variables and transfer them into the ‘Factors’ box under the “Conscientiousness” label.
= Create another new Factor in the ‘Factors’ box and label it “Extraversion” . Select the 5 E

variables and transfer them into the ‘Factors’ box under the “Extraversion” label.
= Create another new Factor in the ‘Factors’ box and label it “Neuroticism” . Select the 5 N

variables and transfer them into the ‘Factors’ box under the “Neuroticism” label.
» Create another new Factor in the ‘Factors’ box and label it “Openness” . Select the 5 0

variables and transfer them into the ‘Factors’ box under the “Openness” label.
= Check other appropriate options, the defaults are ok for this initial work through, though

you might want to check the “Path diagram” option under ‘Plots’ to see jamovi produce a

(fairly) similar diagram to our Figure ?7.

Once we have set up the analysis we can turn our attention to the jamovi results window and see
what’ s what. The first thing to look at is model fit (Figure ??) as this tells us how good a fit our
model is to the observed data. NB in our model only the pre-specified covariances are estimated,

including the factor correlations by default. Everything else is set to zero.

There are several ways of assessing model fit. The first is a chi-square statistic that, if small,

indicates that the model is a good fit to the data. However, the chi-squared statistic used for
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Model Fit

Test for Exact Fit

X df p
739.726 265 <.00001
Fit Measures
RMSEA 90% CI
CFI TLI RMSEA Lower Upper
0.762 0.731 0.085 0.077 0.092

Figure3 The jamovi CFA Model Fit results for our CFA model

assessing model fit is pretty sensitive to sample size, meaning that with a large sample a good
enough fit between the model and the data almost always produces a large and significant (p < .05)

chi-square value.

So, we need some other ways of assessing model fit. In jamovi several are provided by default.
These are the Comparative Fit Index (CFl), the Tucker Lewis Index (TLI) and the Root Mean Square
Error of Approximation (RMSEA) together with the 90% confidence interval for the RMSEA. Some
useful rules of thumb are that a satisfactory fit is indicated by CFI > 0.9, TLI > 0.9, and RMSEA of
about 0.05 to 0.08. A good fit is CFl > 0.95, TLI > 0.95, and RMSEA and upper CI for RMSEA
< 0.05.

So, looking at Figure ?? we can see that the chi-square value is large and highly significant. Our
sample size is not too large, so this possibly indicates a poor fit. The CFl is 0.762 and the TLI
is 0.731, indicating poor fit between the model and the data. The RMSEA is 0.085 with a 90%

confidence interval from 0.077 to 0.092, again this does not indicate a good fit.

Pretty disappointing, huh? But perhaps not too surprising given that in the earlier EFA, when we
ran with a similar data set (Section ??), only around half of the variance in the data was accounted

for by the five factor model.

Let’ s go on to look at the factor loadings and the factor covariance estimates, shown in Figures ??

and ??. The Z-statistic and p-value for each of these parameters indicates they make a reasonable



contribution to the model (i.e. they are not zero) so there doesn't appear to be any reason to remove
any of the specified variable-factor paths, or factor-factor correlations from the model. Often the
standardized estimates are easier to interpret, and these can be specified under the ‘Estimates’

option. These tables can usefully be incorporated into a written report or scientific article.

Factor Loadings

Factor Indicator Estimate SE Z p Stand. Estimate
Agreeableness Al -0.468 0.099 -4.727  <.00001 -0.328
A2 0.771 0.079 9.761 <.00001 0.621
A3 1.061 0.082 13.002 <.00001 0.788
Ad 0.749 0.096 7.830 <.00001 0.516
A5 0.941 0.082 11.443  <.00001 0.71
Conscientiousness C1 0.802 0.076 10.531 <.00001 0.670
Cc2 0.747 0.087 8.558 <.00001 0.569
Cc3 0.539 0.087 6.191  <.00001 0.421
C4 -1.067 0.086 -12414  <.00001 -0.760
C5 -1.121 0.104 -10.775 <.00001 -0.678
Extraversion E1 -0.898 0.106 -8.512 <.00001 -0.550
E2 -1.261 0.100 -12667 <.00001 -0.761
E3 0.911 0.092 9.889 <.00001 0.627
E4 1.040 0.092 11.278 <.00001 0.692
E5 0.778 0.083 9.370 <.00001 0.596
Neuroticism N1 1.339 0.094 14174 <.00001 0.821
N2 1.215 0.093 13.067 <.00001 0.765
N3 1.217 0.097 12487 <.00001 0.747
N4 0.956 0.110 8.715  <.00001 0.574
N5 0.842 0.110 7.631 <.00001 0.494
Openness 01 0.665 0.082 8.119 <.00001 0.580
02 -0.653 0.115 -5.660 <.00001 -0.403
03 0.999 0.088 11.301  <.00001 0.831
04 0.233 0.085 2735 0.00624 0.197
05 -0.514 0.093 -5.521 <.00001 -0.405

Figure4 The jamovi CFA Factor Loadings table for our CFA model

How could we improve the model? One option is to go back a few stages and think again about
the items / measures we are using and how they might be improved or changed. Another option
is to make some post hoc tweaks to the model to improve the fit. One way of doing this is to use

“modification indices” , specified as an ‘Additional output’ option in jamovi (see Figure ?7).
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Factor Covariances

Estimate SE zZ p Stand. Estimate

Agreeableness Agreeableness 1.0002

Conscientiousness 0.335 0.074 4.507 <.00001 0.335

Extraversion 0.581 0.063 9213  <.00001 0.581

Neuroticism -0.164 0.077 -2.140 0.03233 -0.164

Openness 0.424 0.071 5848 <.00001 0.424
Conscientiousness  Conscientiousness 1.0007

Extraversion 0.504 0.065 7.756  <.00001 0.504

Neuroticism -0.289 0.074 -3.917 0.00009 -0.289

Openness 0.277 0.081 3.440 0.00058 0.277
Extraversion Extraversion 1.000

Neuroticism -0.238 0.076 -3.122 0.00179 -0.238

Openness 0.532 0.067 7.949 <.00001 0.532
Neuroticism Neuroticism 1.000°

Openness -0.182 0.078 -2.320 0.02033 -0.182
Openness Openness 1.000"

? fixed parameter

Figure5 The jamovi CFA Factor Covariances table for our CFA model

What we are looking for is the highest modification index (MI) value. We would then judge
whether it makes sense to add that additional term into the model, using a post hoc rationalisation.
For example, we can see in Figure 77 that the largest Ml for the factor loadings that are not already
in the model is a value of 28.786 for the loading of N4 ( “Often feel blue” ) onto the latent factor
Extraversion. This indicates that if we add this path into the model then the chi-square value will

reduce by around the same amount.

But in our model adding this path arguably doesn't really make any theoretical or methodological
sense, so it s not a good idea (unless you can come up with a persuasive argument that “Often
feel blue” measures both Neuroticism and Extraversion). | can't think of a good reason. But, for
the sake of argument, let’ s pretend it does make some sense and add this path into the model.
Go back to the CFA analysis window (see Figure ??) and add N4 into the Extraversion factor. The
results of the CFA will now change (not shown); the chi-square has come down to around 709 (a
drop of around 30, roughly similar to the size of the MI) and the other fit indices have also improved,

though only a bit. But it's not enough: it’ s still not a good fitting model.

If you do find yourself adding new parameters to a model using the Ml values then always re-check

the MI tables after each new addition, as the Mls are refreshed each time.



Factor Loadings - Modification Indices

Agreeableness Conscientiousness Extraversion Neuroticism Openness

Al 11.138 14.214 1.532 0.391
A2 1.203 1.018 3.645 0.534
A3 1.760 4,695 2.952 0.001
A4 6.992 4.152 0.060 2.299
A5 3.843 11.412 8.179 3.501
C1 4.215 1.962 0.545 0.147
C2 1.399 0.009 12.077 0.007
C3 0.849 1.542 12,774 0.863
Cc4 0.960 1.053 2.708 0.214
C5 0.226 1.028 4.746 0.206
E1 13.545 0.501 1.357 3.139
E2 5.360 1.670 19.013 2.334
E3 4.395 5.853 6.202 28.017
E4 22.831 1.51 0.302 9.370
ES 2.400 8.775 2.507 2.804
N1 1.147 0.591 1.083 0.147
N2 1.034 9.833 7.580 3.178
N3 0.207 0.007 0.013 0.009
N4 1.653 14.031 28.786 0.652
N5 1.129 0.028 0.843 2.896
01 0.069 0.190 1.889 0.280

02 6.429 2.426 8.060 6.849

03 2.1 2.093 7.699 1.037

04 1.851 13.387 10.541 8.873

05 1.584 4.494 2.974 2.188

Figure6 The jamovi CFA Factor Loadings Modification Indices

There is also a Table of Residual Covariance Modification Indices produced by jamovi (Figure
??). In other words, a table showing which correlated errors, if added to the model, would improve
the model fit the most. It's a good idea to look across both MI tables at the same time, spot the
largest MI, think about whether the addition of the suggested parameter can be reasonably justified
and, if it can, add it to the model. And then you can start again looking for the biggest Ml in the

re-calculated results.

You can keep going this way for as long as you like, adding parameters to the model based on
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the largest MI, and eventually you will achieve a satisfactory fit. But there will also be a strong
possibility that in doing this you will have created a monster! A model that is ugly and deformed

and doesn’ t have any theoretical sense or purity. In other words, be very careful!

So far, we have checked out the factor structure obtained in the EFA using a second sample and
CFA. Unfortunately, we didn’ t find that the factor structure from the EFA was confirmed in the

CFA, so it’ s back to the drawing board as far as the development of this personality scale goes.

Although we could have tweaked the CFA using modification indexes, there really were not any
good reasons (that | could think of) for these suggested additional factor loadings or residual co-
variances to be included. However, sometimes there is a good reason for residuals to be allowed
to co-vary (or correlate), and a good example of this is shown in the next section on Multi-Trait
Multi-Method (MTMM) CFA. Before we do that, let's cover how to report the results of a CFA.

0.1.2 Reporting a CFA

There is not a formal standard way to write up a CFA, and examples tend to vary by discipline
and researcher. That said, there are some fairly standard pieces of information to include in your

write-up:

1. A theoretical and empirical justification for the hypothesized model.
2. A complete description of how the model was specified (e.g. the indicator variables for each

latent factor, covariances between latent variables, and any correlations between error terms).

A path diagram, like the one in Figure ?? would be good to include.

A description of the sample (e.g. demographic information, sample size, sampling method).
A description of the type of data used (e.g., nominal, continuous) and descriptive statistics.
Tests of assumptions and estimation method used.

A description of missing data and how the missing data were handled.

The software and version used to fit the model.

Measures, and the criteria used, to judge model fit.

© 00N R W

Any alterations made to the original model based on model fit or modification indices.
10. All parameter estimates (i.e., loadings, error variances, latent (co)variances) and their standard

errors, probably in a table.
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1. Factor Analysis

Previous chapters have covered statistical tests for differences between two or more groups. However,
sometimes when conducting research, we may wish to examine how multiple variables co-vary. That
is, how they are related to each other and whether the patterns of relatedness suggest anything
interesting and meaningful. For example, we are often interested in exploring whether there are
any underlying unobserved latent factors that are represented by the observed, directly measured,
variables in our dataset. In statistics, latent factors are initially hidden variables that are not directly
observed but are rather inferred (through statistical analysis) from other variables that are observed

(directly measured).

In this chapter we will consider a number of different Factor Analysis and related techniques, start-
ing with Exploratory Factor Analysis (EFA). EFA is a statistical technique for identifying underlying
latent factors in a data set (Section ??). Then in Section ?? we will cover Principal Component
Analysis (PCA) which is a data reduction technique which, strictly speaking, does not identify un-
derlying latent factors. Instead, PCA simply produces a linear combination of observed variables.
Following this, the Section (??) on Confirmatory Factor Analysis (CFA) shows that, unlike EFA,
with CFA you start with an idea - a model - of how the variables in your data are related to each
other. You then test your model against the observed data and assess how good a fit the model is.
A more sophisticated version of CFA is the so-called Multi-Trait Multi-Method (MTMM) approach
(Section ?7) in which both latent factor and method variance are included in the model. This is use-
ful when there are different methodological approaches used for measurement and therefore method
variance is an important consideration. Finally, we will cover a related analysis: internal consistency

reliability analysis tests how consistently a scale measures a psychological construct (Section ?77).

1.1

11



Exploratory Factor Analysis

Exploratory Factor Analysis (EFA) is a statistical technique for revealing any hidden latent
factors that can be inferred from our observed data. This technique calculates to what extent a set
of measured variables, for example V1, V2, V3, V4, and V5, can be represented as measures of an
underlying latent factor. This latent factor cannot be measured through just one observed variable

but instead is manifested in the relationships it causes in a set of observed variables.

In Figure ?? each observed variable V is ‘caused’ to some extent by the underlying latent factor
(F), depicted by the coefficients bl to b5 (also called factor loadings). Each observed variable also
has an associated error term, el to e5. Each error term is the variance in the associated observed

variable, Vj, that is unexplained by the underlying latent factor.

[ V]

€2 — . V2 2

7

3

€3 T Vs Latent

Factor, F

4

€4 T V4
5

€5 — o VS

In Psychology, latent factors represent psychological phenomena or constructs that are difficult
to directly observe or measure. For example, personality, or intelligence, or thinking style. In
the example in Figure 7?7 we may have asked people five specific questions about their behaviour
or attitudes, and from that we are able to get a picture about a personality construct called, for
example, extraversion. A different set of specific questions may give us a picture about an individual’

s introversion, or their conscientiousness.
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Here’ s another example: we may not be able to directly measure statistics anxiety, but we
can measure whether statistics anxiety is high or low with a set of questions in a questionnaire.
For example, “Q1: Doing the assignment for a statistics course” , “Q2: Trying to understand the
statistics described in a journal article” , and “Q3: Asking the lecturer for help in understanding
something from the course” , etc., each rated from low anxiety to high anxiety. People with high
statistics anxiety will tend to give similarly high responses on these observed variables because of
their high statistics anxiety. Likewise, people with low statistics anxiety will give similar low responses

to these variables because of their low statistics anxiety.

In exploratory factor analysis (EFA), we are essentially exploring the correlations between observed
variables to uncover any interesting, important underlying (latent) factors that are identified when
observed variables co-vary. We can use statistical software to estimate any latent factors and to
identify which of our variables have a high loading*! (e.g. loading > 0.5) on each factor, suggesting
they are a useful measure, or indicator, of the latent factor. Part of this process includes a step
called rotation, which to be honest is a pretty weird idea but luckily we don’ t have to worry about
understanding it; we just need to know that it is helpful because it makes the pattern of loadings on
different factors much clearer. As such, rotation helps with seeing more clearly which variables are
linked substantively to each factor. We also need to decide how many factors are reasonable given

our data, and helpful in this regard is something called eigenvalues.

1.1.1 What is EFA good for?

If the EFA has provided a good solution (i.e. factor model), then we need to decide what to
do with our shiny new factors. Researchers often use EFA during psychometric scale development.
They will develop a pool of questionnaire items that they think relate to one or more psychological
constructs, use EFA to see which items “go together” as latent factors, and then they will assess
whether some items should be removed because they don't usefully or distinctly measure one of the

latent factors.

In line with this approach, another consequence of EFA is to combine the variables that load onto
distinct factors into a factor score, sometimes known as a scale score. There are two options for

combining variables into a scale score:

= Create a new variable with a score weighted by the factor loadings for each item that con-

tributes to the factor.
= Create a new variable based on each item that contributes to the factor, but weighting them

*1Quite helpfully, factor loadings can be interpreted like standardized regression coefficients

- 13 -



equally.

In the first option each item’ s contribution to the combined score depends on how strongly
it relates to the factor. In the second option we typically just average across all the items that
contribute substantively to a factor to create the combined scale score variable. Which to choose
is a matter of preference, though a disadvantage with the first option is that loadings can vary
quite a bit from sample to sample, and in behavioural and health sciences we are often interested
in developing and using composite questionnaire scale scores across different studies and different
samples. In which case it is reasonable to use a composite measure that is based on the substantive
items contributing equally rather than weighting by sample specific loadings from a different sample.
In any case, understanding a combined variable measure as an average of items is simpler and more

intuitive than using a sample specific optimally-weighted combination.

A more advanced statistical technique, one which is beyond the scope of this book, undertakes
regression modelling where latent factors are used in prediction models of other latent factors. This
is called "structural equation modelling” and there are specific software programmes and R packages
dedicated to this approach. But let's not get ahead of ourselves; what we should really focus on
now is how to do an EFA in JASP.

1.1.2 EFA in JASP

First, we need some data. Twenty-five personality self-report items (see Figure ??) taken from
the International Personality Item Pool (http://ipip.ori.org) were included as part of the
Synthetic Aperture Personality Assessment (SAPA) web-based personality assessment (SAPA: http:
//sapa-project.org) project. The 25 items are organized by five putative factors: Agreeableness,

Conscientiousness, Extraversion, Neuroticism, and Openness.
The item data were collected using a 6-point response scale:

Very Inaccurate
Moderately Inaccurate
Slightly Inaccurate
Slightly Accurate
Moderately Accurate

ok~ b=

Very Accurate.

A sample of N=250 responses is contained in the dataset bfi_sample.csv. As researchers, we
are interested in exploring the data to see whether there are some underlying latent factors that are
measured reasonably well by the 25 observed variables in the bfi_sample.csv data file. Open up
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Question / Item (short phrases that you should
respond to by indicating how accurately the Coding
Variable statement describes your typical behaviour or (R: reverse)
name attitudes)
Al Am indifferent to the feelings of others. R
A2 Inquire about others' well-being.
A3 Know how to comfort others.
Ad Love children.
A5 Make people feel at ease.
Cl Am exacting in my work.
C2 Continue until everything is perfect.
C3 Do things according to a plan.
C4 Do things in a half-way manner. R
C5 Waste my time. R
El Don't talk a lot. R
E2 Find it difficult to approach others. R
E3 Know how to captivate people.
E4 Make friends easily.
E5 Take charge.
N1 Get angry easily.
N2 Get irritated easily.
N3 Have frequent mood swings.
N4 Often feel blue.
N5 Panic easily.
01 Am full of ideas.
02 Avoid difficult reading material. R
03 Carry the conversation to a higher level.
04 Spend time reflecting on things.
035 Will not probe deeply into a subject. R

Figurel.2 Twenty-five observed variable items organised by five putative personality factors

in the dataset bfi_sample.csv

the dataset and check that the 25 variables are coded as continuous variables (technically they are

ordinal though for EFA in JASP it mostly doesn't matter, except if you decide to calculate weighted

factor scores in which case continuous variables are needed). To perform EFA in JASP:

» Select Factor - Exploratory Factor Analysis from the main JASP button bar to open the

EFA analysis window (Figure ?77).

= Select the 25 personality questions and transfer them into the ‘Variables’ box.
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» Check appropriate options, including ‘Assumption Checks’ , but also Rotation ‘Method’ ,
‘Number of Factors’ to extract, and ‘Additional Output’ options. See Figure ?7? for suggested
options for this illustrative EFA, and please note that the Rotation ‘Method’ and ‘Number
of Factors’ extracted is typically adjusted by the researcher during the analysis to find the

best result, as described below.

¥ Exploratory Factor Analysis @ 00
D Variables
&> gender all AL
age ol C5
ql E1
ol E2
Jl E3
ol E4
al E5
Wl N1
ol N2
Number of Factors Rotation
O Parallel analysis Orthogonal
Eigenvalues
O Oblique
Manual oblimin

¥ Qutput Options

Highlight Includes Tables

£9 Factor correlations
9 Additional fit indices
| Path diagram

0.3 9 scree plot

Missing Values
(O Exclude cases pairwise

Exclude cases listwise

Figurel.3 The JASP exploratory factor analysis window

We can now begin to investigate how many factors to use (or “extract” from the data). Three

different approaches are available:
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= One convention is to choose all components with eigenvalues greater than 1*2. This would

give us four factors with our data (try it and see).
» Examination of the scree plot, as in Figure ??, lets you identify the “point of inflection” .

This is the point at which the slope of the scree curve clearly levels off, below the “elbow” .
This would give us five factors with our data. Interpreting scree plots is a bit of an art: in
Figure 77 there is a noticeable step from 5 to 6 factors, but in other scree plots you look at

it will not be so clear cut.
» Using a parallel analysis technique, the obtained eigenvalues are compared to those that

would be obtained from random data. The number of factors extracted is the number with

eigenvalues greater than what would be found with random data.

Scree Plot ¥

-+ [Data
4 - Simulated (95th quantile)

—

Eigenvalue
T

1 T T | |
0 5 10 15 20 25

Factors

Figurel.4 Scree plot of the personality data in JASP EFA, showing a noticeable inflection and
levelling off after point 5 (the “elbow” )

The third approach is a good one according to Fabrigar1999, although in practice researchers
tend to look at all three and then make a judgement about the number of factors that are most easily

or helpfully interpreted. This can be understood as the “meaningfulness criterion”, and researchers

*2An eigenvalue indicates how much of the variance in the observed variables a factor accounts for. A factor with
an eigenvalue > 1 accounts for more variance than a single observed variable
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Factor Statistics

Summary

Factor SS Loadings % of Variance  Cumulative %

1 2.578 10.313 10.313
2 2.380 9.518 19.831
3 2.246 8.985 28.816
4 2.337 9.349 38.165
5 1.878 7.514 45.679

Correlation Matrix

1 2 3 4 5
1 — -0.195 0.015 0.208 -0.128
2 — 0.184 -0.398 0.261
3 — —-0.300 0.303
4 - -0.311
5 —_—

Figurel.5 Factor summary statistics and correlations for a five factor solution in jamovi EFA

will typically examine, in addition to the solution from one of the approaches above, solutions with
one or two more or fewer factors. They then adopt the solution which makes the most sense to

them.

At the same time, we should also consider the best way to rotate the final solution. There are two
main approaches to rotation: orthogonal (e.g. ‘varimax’) rotation forces the selected factors to be
uncorrelated, whereas oblique (e.g. ‘oblimin’) rotation allows the selected factors to be correlated.
Dimensions of interest to psychologists and behavioural scientists are not often dimensions we would

expect to be orthogonal, so oblique solutions are arguably more sensible*3

*30blique rotations provide two factor matrices, one called a structure matrix and one called a pattern matrix. In
jamovi just the pattern matrix is shown in the results as this is typically the most useful for interpretation, though
some experts suggest that both can be helpful. In a structure matrix coefficients show the relationship between the
variable and the factors whilst ignoring the relationship of that factor with all the other factors (i.e. a zero-order
correlation). Pattern matrix coefficients show the unique contribution of a factor to a variable whilst controlling for
the effects of other factors on that variable (akin to standardized partial regression coefficient). Under orthogonal
rotation, structure and pattern coefficients are the same.
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Practically, if in an oblique rotation the factors are found to be substantially correlated (positive
or negative, and > 0.3), as in Figure ?? where a correlation between two of the extracted factors
is —0.398, then this would confirm our intuition to prefer oblique rotation. If the factors are, in
fact, correlated, then an oblique rotation will produce a better estimate of the true factors and a
better simple structure than will an orthogonal rotation. And, if the oblique rotation indicates that
the factors have close to zero correlations between one another, then the researcher can go ahead
and conduct an orthogonal rotation (which should then give about the same solution as the oblique

rotation).

On checking the correlation between the extracted factors at least one correlation was greater
than 0.3 (Figure ?7), so an oblique (‘oblimin’) rotation of the five extracted factors is preferred. We
can also see in Figure ?? that the proportion of overall variance in the data that is accounted for
by the five factors is 46%. Factor one accounts for around 10% of the variance, factors two to four
around 9% each, and factor five just over 7%. This isn’ t great; it would have been better if the

overall solution accounted for a more substantive proportion of the variance in our data.

Be aware that in every EFA you could potentially have the same number of factors as observed
variables, but every additional factor you include will add a smaller amount of explained variance. If
the first few factors explain a good amount of the variance in the original 25 variables, then those
factors are clearly a useful, simpler substitute for the 25 variables. You can drop the rest without
losing too much of the original variability. But if it takes 18 factors (for example) to explain most

of the variance in those 25 variables, you might as well just use the original 25.

Figure 7?7 shows the factor loadings. That is, how the 25 different personality items load onto
each of the five selected factors. We have hidden loadings less than 0.3 (set in the options shown
in Figure 77).

For Factors 1, 2, 3 and 4 the pattern of factor loadings closely matches the putative factors
specified in Figure ??7. Phew! And factor 5 is pretty close, with four of the five observed variables
that putatively measure “openness” loading pretty well onto the factor. Variable 04 doesn’ t quite
seem to fit though, as the factor solution in Figure ?? suggests that it loads onto factor 3 (albeit

with a relatively low loading) but not substantively onto factor 5.

The other thing to note is that those variables that were denoted as “R: reverse coding” in Figure
77?7 are those that have negative factor loadings. Take a look at the items Al ( “Am indifferent to
the feelings of others” ) and A2 ( “Inquire about others’ well-being” ). We can see that a high score
on Al indicates low Agreeableness, whereas a high score on A2 (and all the other “A” variables for
that matter) indicates high Agreeableness. Therefore Al will be negatively correlated with the other

“A” variables, and this is why it has a negative factor loading, as shown in Figure 77.
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Factor Loadings

Factor
1 2 3 4 5 Unigueness
Al -0.465 0.738
A2 0.702 0.502
A3 0.687 0.444
Ad 0.453 0.667
AB 0.543 0.515
C1 0.720 0.478
c2 0.664 0.542
Cc3 0.501 0.753
c4 -0.647 0.469
C5 -0.571 0.536
E1 0.561 0.663
E2 0.697 0.352
E3 -0.441 0.419 0.486
E4 0.390 -0.569 0.426
E5 -0.391 0.587
N1 0.818 0.309
N2 0.814 0.359
N3 0.687 0.477
N4 0.461 0.483 0.463
N5 0.451 0.649
o1 0.576 0.626
02 -0.487 0.689
03 0.704 0.407
04 0.307 0.745
05 —-0.493 0.698

Note. 'oblimin' rotation was used
Figurel.6 Factor loadings for a five factor solution in jamovi EFA

We can also see in Figure 77 the “uniqueness” of each variable. Uniqueness is the proportion of
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variance that is ‘unique’ to the variable and not explained by the factors**. For example, 74% of
the variance in ‘A1’ is not explained by the factors in the five factor solution. In contrast, ‘N1’
has relatively low variance not accounted for by the factor solution (31%). Note that the greater

the ‘uniqueness’ , the lower the relevance or contribution of the variable in the factor model.

To be honest, it’ s unusual to get such a neat solution in EFA. It’ s typically quite a bit more
messy than this, and often interpreting the meaning of the factors is more challenging. It’ s not
often that you have such a clearly delineated item pool. More often you will have a whole heap of
observed variables that you think may be indicators of a few underlying latent factors, but you don’

t have such a strong sense of which variables are going to go where!

So, we seem to have a pretty good five factor solution, albeit accounting for a relatively low overall
proportion of the observed variance. Let’ s assume we are happy with this solution and want to
use our factors in further analysis. The straightforward option is to calculate an overall (average)
score for each factor by adding together the score for each variable that loads substantively onto
the factor and then dividing by the number of variables. For each person in our dataset that would
mean, for example for the Agreeableness factor, adding together A1 + A2 + A3 + A4 4+ A5, and
then dividing by 5*. In essence, this means that the factor score we have calculated is based on

equally weighted scores from each of the included variables. We can do this in jamovi in two steps:

1. Recode Al into “A1R” by reverse scoring the values in the variable (i.e. 6 = 1;5 = 2;4 =
3;3=4;2=5;1 = 6) using the jamovi transform variable command (see Figure ??).
2. Compute a new variable, called “Agreeableness’ , by calculating the mean of AIR, A2, A3,

A4 and A5. Do this using the jamovi compute new variable command (see Figure 77).

Another option is to create an optimally-weighted factor score index. We can use the jamovi Rj

editor to do this in R. Again, there are two steps:

1. Use the Rj editor to run the EFA in R to the same specification as the one in jamovi (i.e. five
factors and oblimin rotation) and compute optimally weighted factor scores. Save the new

dataset, with the factor scores, to a file. See Figure ?7.
2. Open up the new file in jamovi and check that variable types have been set correctly. Label

the new factor score variables corresponding to the relevant factor names or definitions (NB

it is possible that the factors will not be in the expected order, so make sure you check).

**Sometimes reported in factor analysis is “communality” which is the amount of variance in a variable that is
accounted for by the factor solution. Uniqueness is equal to (1 — communality)

*Sremembering to first reverse score some variables if necessary
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Data Analyses

K m | - » Add - Y Add -
[— L ‘_ﬁ !:I"l L |]E| - E
u Setup Compute  Transform |]_| Delete Filters E: Delete

TRAMSFORMED VARIABLE
® TRANSFORM 1

Transform 1

+ Add recode condition

f+ | if “source == use 1
f.- | Af ‘source == 5 use 2
fo- | if Ssource == use 3
F e if caliFra == 3 nea 4

Measure type (Auto [

D Al AR — A2 A3 Ad

63139 1 6 6 6 5
66469 1

Figurel.7 Recode variable using the jamovi Transform command

Now you can go ahead and undertake further analyses, using either the factor-based scores (a mean
scale score approach) or using the optimally-weighted factor scores calculated via the Rj editor. Your
choice! For example, one thing you might like to do is see whether there are any gender differences
in each of our personality scales. We did this for the Agreeableness score that we calculated using
the factor-based score approach, and although the plot (Figure ??) showed that males were less

agreeable than females, this was not a significant difference (Man-Whitney U = 5760.5, p = .073).

1.1.3  Writing up an EFA

Hopefully, so far we have given you some sense of EFA and how to undertake EFA in jamovi. So,
once you have completed your EFA, how do you write it up? There is not a formal standard way to
write up an EFA, and examples tend to vary by discipline and researcher. That said, there are some

fairly standard pieces of information to include in your write-up:
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Data Analyses

X = [ Add - Add ~
A ) _ " 3 & Y =
0 Setup Compute Transform [_l| Delete Filters ﬁ Delete

COMPUTED VARIABLE

Agreeableness

Formula r = MEAN(A1R, A2, A3,Ad,A5)
R 1 ur vVels
05  gender ® age Agreeableness *

3 1 Males 34 5.8
5 1 Males 30 3.6
6 2 Males 27 56

Figurel.8 Compute new scale score variable using the jamovi Computed variable command

1. What are the theoretical underpinnings for the area you are studying, and specifically for the
constructs that you are interested in uncovering through EFA.

2. A description of the sample (e.g. demographic information, sample size, sampling method).

3. A description of the type of data used (e.g., nominal, continuous) and descriptive statistics.

4. Describe how you went about testing the assumptions for EFA. Details regarding sphericity

checks and measures of sampling adequacy should be reported.

5. Explain what FA extraction method (e.g. maximum likelihood) was used.

6. Explain the criteria and process used for deciding how many factors were extracted in the
final solution, and which items were selected. Clearly explain the rationale for key decisions
during the EFA process.

7. Explain what rotation methods were attempted, the reasons why, and the results.

8. Final factor loadings should be reported in the results, in a table. This table should also report

the uniqueness (or communality) for each variable (in the final column). Factor loadings
should be reported with descriptive labels in addition to item numbers. Correlations between
the factors should also be included, either at the bottom of this table, in a separate table.

9. Meaningful names for the extracted factors should be provided. You may like to use previously
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Rj Editor @
- R
1
2 # check selection (subsetting) right vars for efa | 4 Al A2 A3 A4 A5 C1 C2 C3 C4 C5 E1 E2 E3 E4 E5 N1 N2 N3 N4 N5 01 02 03 04 05
12 3 355 4 2 4 2 3 45 43 25432 442 46 3
3 head(data[2:26]) 2 1651532246553 452445244361
& 316513496 651416 45%6 1516 5%6 356 2
5 # get factor scores in EFA of selected variables, extracting S 4 2 6 6 6 6 555 235505541546 66 2 6 6 2
6 # factors, oblique rotation 515656 11166666 52656666 166 1
7 fact = psych::fa(data[2:26], 6 421413212166 2151111151%641
8 missing = FALSE,
9 nfactors=5,
10 rotate="oblimin", Loadi
_n " oadings:
E scores="Bartlett") z t;zitor:ezgz(:ezor calculating MR2 MRS MRS MR MRS
Al ©0.206 ©.179 -0.397 -0.184
13 A2 0.686
14 # check which variables load onto which factors A3 0.687 0.115
15 loadings(fact) A4 0.179 ©.460 -0.185 -0.137
16 A5 -6.157 0.544 -0.167 0.125
17 # merge factor scores with dataset and write to file c 0.711
18 bfifact = cbind(data,fact$scores) €2 ©0.143 6.666 0.176
N N M . . N C3 0.185 0.493
19 write.csv(bfifact,"/users/David/bfifactscores.csv") C4 0.116 -0.644 0.108
20 C5 90.118 -0.562 0.217
21 # NB when you load the csv dataset into jamovi for further analysis, E1 -0.101 0.571
22 # check: E2 ©.113 0.703 -0.102
23 # 1. variables are given correct type (e.g. change ordinal to E3 ©.136 0.193 -0.432 0.416
24 # continuous where necessary) E4 0.400 -0.557
25 # 2. missing values are dealt with properly (e.g. change NAs E5 0.163 6.281 -6.385 0.227
26 # to blank cells) N0
N2 0.820
N3 0.697
N4 0.449 0.123 0.479
NS 0.441 0.237 0.193 -0.208
01 0.576
02 ©0.194 -0.131 0.203 -0.135 -0.491
03 0.130 0.701
04 -0.150 0.313 0.300 0.276
05 -0.200 -0.185 -0.492
MR2 MR3 MRS MR1  MR4
SS loadings 2.516 2.196 2.096 2.071 1.738
Proportion Var 0.101 0.088 0.084 0.083 0.070
Cumulative Var ©.101 ©.188 ©.272 ©.355 0.425

Figurel.9 Rj editor commands for creating optimally weighted factor scores for the five factor solution

Data Analyses

o8 2 B o4 ®R ¢ 0T M @R

Exploration T-Tests ANOVA Regression  Frequencies Factor Base R Statkat Linear Models TOSTER jpower R distrAC
& 04 & 05 &, gender & age & MR2 £ MR3 < MR5 <& MR1 £ MR4

1 6 3 Females 27 0.063 -0.147 -0.656 0.768 -0.061
2 6 1 Females 24 -0.767 -1.812 1.166 1.087 -0.206
3 6 2 Females 19 -0.064 2.037 0.694 3.262 1179
4 6 2 Females 22 -0.070 0.966 2.388 2.924 1.308
5 6 1 Females 32 0.965 -3.880 2.267 1.423 2.388
6 4 1 Males 24 -2.003 0.071 -3.646 2.090 2354
7 5 3 Females 29 -1.684 -1.356 0.563 -0.776 -0.480
8 5 5 Females 14 2.100 -0.700 -0.487 -2.038 -0.401
9 5 4 Females 23 0772 -1.511 1.704 0.649 -1.940
10 6 1 Females 51 0.588 -1.309 0.826 -1.745 -0.195

Figurel.10 The newly created data file “bfifactscores.csv” created in the Rj editor and con-

taining the five factor score variables.

Note that each of the new factor score variables is

labelled corresponding to the order that the factors are listed in the factor loadings table
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Agreeableness
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Figurel.11 Comparing differences in Agreeableness factor-based scores between males and females

selected factor names, but on examining the actual items and factors you may think a different

name is more appropriate

1.2

Principal Component Analysis

In the previous section we saw that EFA works to identify underlying latent factors. And, as we
saw, in one scenario the smaller number of latent factors can be used in further statistical analysis

using some sort of combined factor scores.

In this way EFA is being used as a “data reduction” technique. Another type of data reduction
technique, sometimes seen as part of the EFA family, is principal component analysis (PCA).
However, PCA does not identify underlying latent factors. Instead it creates a linear composite score

from a larger set of measured variables.
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PCA simply produces a mathematical transformation to the original data with no assumptions
about how the variables co-vary. The aim of PCA is to calculate a few linear combinations (compo-
nents) of the original variables that can be used to summarize the observed data set without losing
much information. However, if identification of underlying structure is a goal of the analysis, then
EFA is to be preferred. And, as we saw, EFA produces factor scores that can be used for data

reduction purposes just like principal component scores (Fabrigar1999).

PCA has been popular in Psychology for a number of reasons, and therefore it's worth covering,
although nowadays EFA is just as easy to do given the power of desktop computers and can be less
susceptible to bias than PCA, especially with a small number of factors and variables. We'll use the
same bfi_sample.csv data as before. Much of the procedure is similar to EFA, so although there
are some conceptual differences, practically the steps are the same*®, and with large samples and a

sufficient number of factors and variables, the results from PCA and EFA should be fairly similar.

1.2.1 Performing PCA in jamovi

Once you have loaded up the bfi_sample.csv data, select Factor - Principal Component
Analysis from the main jamovi button bar to open the PCA analysis window (Figure ??). Then
select the 25 personality questions and transfer them into the ‘Variables’ box. Check appropriate
options, including ‘Assumption Checks’ , but also Rotation ‘Method’ , ‘Number of Factors to
extract, and ‘Additional Output’ options. See Figure ?? for suggested options for this PCA, and
please note that the Rotation ‘Method’ and ‘Number of Factors’ extracted is typically adjusted

during the analysis to find the best result, as described below.

First, checking the assumptions, you can see that (1) Bartlett’ s test of sphericity is significant, so
this assumption is satisfied; and (2) the KMO measure of sampling adequacy (MSA) is 0.81 overall,

suggesting very good sampling adequacy. No problems here then!

The next thing to check is how many components to use (or “extract” from the data). As with

EFA, three different approaches are available:

» One convention is to choose all components with Eigen values greater than 1. This would
give us two components with our data.

» Examination of the scree plot, as in Figure ??, lets you identify the “point of inflection” .
This is the point at which the slope of the scree curve clearly levels off, below the “elbow” .

Again, this would give us two components as the levelling off clearly occurs after the second

*6__.and that means there is a fair bit of repetition in the PCA steps set out in the next section. Sorry about that,
but hopefully it is not too bad!
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Principal Component Analysis @

D Variables
AR > || &A
Agreeableness & A2
&b age A3
Ad
gender
A5
c1
c2
C3
Method Assumption Checks
Rotation ¢ Bartlett's test of sphericity
Hide loadings below KMO measure of sampling adequacy
Number of Components Additional Output
© Based on parallel analysis Component summary
O Based on eigenvalue Component correlations
1 (] Initial eigenvalues
() Fixed number Scree plot
1
Figurel.12 The jamovi PCA analysis window
component.

= Using a parallel analysis technique, the obtained Eigen values are compared to those that
would be obtained from random data. The number of components extracted is the number

with Eigen values greater than what would be found with random data.

The third approach is a good one according to Fabrigar1999, although in practice researchers
tend to look at all three and then make a judgement about the number of components that are
most easily or helpfully interpreted. This can be understood as the “meaningfulness criterion”, and

researchers will typically examine, in addition to the solution from one of the approaches above,
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Assumption Checks

Bartlett's Test of Sphericity
X df p

2183.322 300 <.00001

KMO Measure of Sampling Adequacy

MSA
Overall 0.809
Al 0.568
AZ 0.838
A3 0.808
Ad 0.837
A5 0.858
C1 0.804
c2 0.797
c3 0.754
Cc4 0.809
C5 0.851
E1 0.834
E2 0.843
E3 0.854
E4 0.870
ES 0.911
N1 0.737
N2 0.714
N3 0.762
N4 0.819
N5 0.800
o1 0.840
02 0.688
03 0.823
04 0.742
05 0.738

Figurel.13 jamovi PCA assumption checks for the personality item data
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solutions with one or two more or fewer components. They then adopt the solution which makes

the most sense to them.

Scree Plot
- <-Data
-» Simulations
4 -
@®
=
g 34
=
3 \
=4 ~
w 2 ‘ "
E""I‘ T T T T T T T T T T T T T T T T T T T T T T T L
12345678 910111213141516171819202122232425

Component

Figurel.14 Scree plot of the personality item data in jamovi PCA, showing the levelling off

point, the “elbow” , after component 5

At the same time, we should also consider the best way to rotate the final solution. Again,
as with EFA, there are two main approaches to rotation: orthogonal (e.g. “varimax” ) rotation
forces the selected components to be uncorrelated; whereas oblique (e.g. “oblimin” ) rotation allows
the selected components to be correlated. Dimensions of interest to psychologists and behavioural
scientists are not often dimensions we would expect to be orthogonal, so oblique solutions are
arguably more sensible. Practically, if in an oblique rotation the components are found to be
substantially correlated (i.e. > 0.3) then this would confirm our intuition to prefer oblique rotation.
If the components are, in fact, correlated, then an oblique rotation will produce a better estimate
of the true components and a better simple structure than will an orthogonal rotation. And, if the
oblique rotation indicates that the components have close to zero correlations between one another,
then the researcher can go ahead and conduct an orthogonal rotation (which should then give about
the same solution as the oblique rotation). In Figure ?? we see that none of the correlations is > 0.3

so it is appropriate to switch to orthogonal (varimax) rotation.
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Component Statistics

Summary

Component 5SS Loadings % of Variance Cumulative %

1 3.136 12.542 12.542

2 3.090 12.361 24.903

3 2.856 11.425 36.328

a4 2682 10.729 47.056

5 2.272 9.086 56.143
Correlation Matrix

1 2 3 4 5

1 - =0.136 -0.124 0.025 =0.090
2 - 0.259 0.175 0.136
3 — 0.091 0108
K| - 0.118
5 J—

Figurel.15 Component summary statistics and correlations for a five component solution in jamovi PCA

In Figure 7?7 we also have the proportion of overall variance in the data that is accounted for by
the two components. Components one and two account for just over 12% of the variance each.
Taken together, the five component solution accounts for just over half of the variance (56%) in
the observed data. Be aware that in every PCA you could potentially have the same number of
components as observed variables, but every additional component you include will add a smaller
amount of explained variance. If the first few components explain a good amount of the variance
in the original 25 variables, then those components are clearly a useful, simpler substitute for all 25
variables. You can drop the rest without losing too much of the original variability. But if it takes
18 components to explain most of the variance in those 25 variables, you might as well just use the

original 25.
Figure 7?7 shows the component loadings. That's is, how the 25 different personality items load
onto each of the selected components. We have hidden loadings less than 0.4 (set in the options
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Component Loadings

Component
1 2 3 4 5 Unigueness
Al -0.554 0.581
A2 0.743 0.411
A3 0.735 0.384
Ad 0.515 0.544
A5 0.597 0.463
C1 0.746 0.392
c2 0.741 0.395
C3 0.621 0.582
ca -0.673 0.399
Ch -0.634 0.430
E1 -0.664 0.547
E2 -0.746 0.318
E3 0.656 0.387
E4 0.661 0.409 0.362
E5 0.585 0.492
N1 0.809 0.298
N2 0.812 0.314
N3 0.785 0.370
N4 0.652 -0.405 0.386
N5 0.592 0.503
o) 0.634 0.486
02 -0.632 0.505
03 0.673 0.361
04 0.429 0.557
05 -0.669 0.496

Note. 'varimax' rotation was used
Figurel.16 Component loadings for a five component solution in jamovi PCA

shown in Figure 7?) as we were interested in items with a substantive loading and setting the

threshold at the higher 0.4 value also provided a cleaner, clearer solution.

For components 1, 2, 3 and 4 the pattern of component loadings closely matches the putative

factors specified in Figure ??. And component 5 is pretty close, with four of the five observed
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variables that putatively measure “openness” loading pretty well onto the component. Variable 04
doesn’ t quite seem to fit though, as the component solution in Figure ?? suggests that it loads

onto component 4 (albeit with a relatively low loading) but not substantively onto component 5.

¢

We can also see in Figure 7?7 the “uniqueness” of each variable. Uniqueness is the proportion of
variance that is ‘unique’ to the variable and not explained by the components. For example, 58% of
the variance in ‘A1’ is not explained by the components in the five component solution. In contrast,
‘N1’ has relatively low variance not accounted for by the component solution (30%). Note that the
greater the ‘uniqueness’ , the lower the relevance or contribution of the variable in the component

model.

Hopefully, this has given you a good first idea about how to undertake PCA in jamovi, and how

it is conceptually different but practically fairly similar (given the right data) to EFA.

You can go on to create component scores in much the same way as in EFA. However, if you take
the option to create an optimally-weighted component score index then the commands and syntax

in the jamovi Rj editor are a little different. See Figure ?7.

Rj Editor @ R

1 > Al A2 A3 A4 A5 C1 C2 C3 C4 C5 E1 E2 E3 E4 E5 N1 N2 N3 N4 N5 01 02 03 04 05
2 # check selecting (subsetting) right vars for pca 1233554242 345432543244 2463
3 head(datal2:26]) 2165153224655 3452445244361
4 316513496 651416 45%6 1516 °57%6 356 2
. 4 2 6 6 6 6 555 235505541546 66 26 6 2
5 # get component scores in PCA of selected variables 5 15656 1116666 652652666 6 16 6 1
6 pca.anal = psych::principal(data[2:26], 6 4 214132121662 1511111516 4 1
7 missing = FALSE,
8 nfactors=5,
9 rotate="varimax",
10 scores= TRUE, Loadings:
11 method = "regression") # best method for calculating RC2 RC1 RC3 RC5 RC4
12 # component scores Al ©.142 ©.238 0.183 -0.554
13 A2 0.115 ©.121 0.743
14 # check which variables load onto which components ﬁz g:;é; 0.260 g;i; _g:i;;
15 loadings(pca.anal) A5 -0.170 ©.337 0.134 ©.597 0.142
16 C1 -0.147 0.746 0.169
17 # merge and save datd| 2 e.114 0.741 ©.200
18 bfi_pca = cbind(data,pca.anal$scores) € 0.175 0.621
19 write.csv(bfi_pca,"/users/David/bfipcascores.csv") el B e T -6.172
20 C5 ©.280 -0.300 -0.634
El -0.664
2l E2 ©.286 -0.746 -0.165 -0.119
22 # NB when you load the csv dataset into jamovi for further analysis, E3 0.656 0.254 0.335
23 # check: E4 0.661 ©.121 0.409 -0.106
24 # 1. variables are given correct type (e.g. change ordinal to ES 0.585 0.338 0.208
25 # continuous where necessary) N1 ©0.809 -0.147 -0.120
26 # 2. missing values are dealt with properly (e.g. change NAs to xg gg;i -0.135
4 .
g # blank cells) N4 ©.652 -0.405 -0.125
N5 ©.592 -0.185 0.196 -0.255
o1 0.309 0.116 0.634
02 0.246 -0.118 0.139 -0.632
03 0.346 0.256 0.673
04 ©.254 -0.230 -0.157 0.429 0.343
05 ©0.136 -0.177 -0.669

RC2 RC1 RC3 RC5 RC4
SS loadings 3.227 3.156 2.763 2.682 2.208
Proportion Var 0.129 0.126 0.111 0.107 ©.088
Cumulative Var ©.129 0.255 ©.366 ©.473 0.561

Figurel.17 Rj editor commands for creating optimally weighted component scores for the five
component solution
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1.3

Confirmatory Factor Analysis

So, our attempt to identify underlying latent factors using EFA with carefully selected questions
from the personality item pool seemed to be pretty successful. The next step in our quest to develop
a useful measure of personality is to check the latent factors we identified in the original EFA with a
different sample. We want to see if the factors hold up, if we can confirm their existence with different
data. This is a more rigorous check, as we will see. And it's called Confirmatory Factor Analysis

(CFA) as we will, unsuprisingly, be seeking to confirm a pre-specificied latent factor structure.*’

In CFA, instead of doing an analysis where we see how the data goes together in an exploratory
sense, we instead impose a structure, like in Figure ??, on the data and see how well the data fits
our pre-specified structure. In this sense, we are undertaking a confirmatory analysis, to see how

well a pre-specified model is confirmed by the observed data.

A straightforward confirmatory factor analysis (CFA) of the personality items would therefore
specify five latent factors as shown in Figure ??, each measured by five observed variables. Each
variable is a measure of an underlying latent factor. For example, Al is predicted by the underlying
latent factor Agreeableness. And because Al is not a perfect measure of the Agreeableness factor,
there is an error term, e, associated with it. In other words, e represents the variance in Al that is

not accounted for by the Agreeableness factor. This is sometimes called measurement error.

The next step is to consider whether the latent factors should be allowed to correlate in our model.
As mentioned earlier, in the psychological and behavioural sciences constructs are often related to
each other, and we also think that some of our personality factors may be correlated with each other.
So, in our model, we should allow these latent factors to co-vary, as shown by the double-headed

arrows in Figure ?7.

At the same time, we should consider whether there is any good, systematic, reason for some
of the error terms to be correlated with each other. One reason for this might be that there is a
shared methodological feature for particular sub-sets of the observed variables such that the observed
variables might be correlated for methodological rather than substantive latent factor reasons. We’

Il return to this possibility in a later section but, for now, there are no clear reasons that we can see

*"As an aside, given that we had a pretty firm idea from our initial “putative” factors, we could just have gone
straight to CFA and skipped the EFA step. Whether you use EFA and then go on to CFA, or go straight to CFA, is a
matter of judgement and how confident you are initially that you have the model about right (in terms of number of
factors and variables). Earlier on in the development of scales, or the identification of underlying latent constructs,
researchers tend to use EFA. Later on, as they get closer to a final scale, or if they want to check an established scale
in a new sample, then CFA is a good option.
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Figurel.18 Initial pre-specification of latent factor structure for the five factor personality
scales, for use in CFA
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that would justify correlating some of the error terms with each other.

Without any correlated error terms, the model we are testing to see how well it fits with our
observed data is just as specified in Figure ??. Only parameters that are included in the model are
expected to be found in the data, so in CFA all other possible parameters (coefficients) are set to
zero. So, if these other parameters are not zero (for example there may be a substantial loading
from Al onto the latent factor Extraversion in the observed data, but not in our model) then we

may find a poor fit between our model and the observed data.

Right, let’ s take a look at how we set this CFA analysis up in jamovi.

1.3.1 CFA in jamovi

Open up the bfi_sample2.csv file, check that the 25 variables are coded as ordinal (or contin-

uous; it won’ t make any difference for this analysis). To perform CFA in jamovi:

» Select Factor - Confirmatory Factor Analysis from the main jamovi button bar to open
the CFA analysis window (Figure ?7).
= Select the 5 A variables and transfer them into the ‘Factors’ box and give then the label

“Agreeableness” .
= Create a new Factor in the ‘Factors’ box and label it “Conscientiousness” . Select the 5 ¢

variables and transfer them into the ‘Factors’ box under the “Conscientiousness” label.
= Create another new Factor in the ‘Factors’ box and label it “Extraversion” . Select the 5 E

variables and transfer them into the ‘Factors’ box under the “Extraversion” label.
= Create another new Factor in the ‘Factors’ box and label it “Neuroticism” . Select the 5 N

variables and transfer them into the ‘Factors’ box under the “Neuroticism” label.
» Create another new Factor in the ‘Factors’ box and label it “Openness” . Select the 5 0

variables and transfer them into the ‘Factors’ box under the “Openness” label.
= Check other appropriate options, the defaults are ok for this initial work through, though

you might want to check the “Path diagram” option under ‘Plots’ to see jamovi produce a

(fairly) similar diagram to our Figure ?7.

Once we have set up the analysis we can turn our attention to the jamovi results window and see
what’ s what. The first thing to look at is model fit (Figure ??) as this tells us how good a fit our
model is to the observed data. NB in our model only the pre-specified covariances are estimated,

including the factor correlations by default. Everything else is set to zero.

There are several ways of assessing model fit. The first is a chi-square statistic that, if small,

indicates that the model is a good fit to the data. However, the chi-squared statistic used for
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Model Fit

Test for Exact Fit

X df p
739.726 265 <.00001
Fit Measures
RMSEA 90% CI
CFI TLI RMSEA Lower Upper
0.762 0.731 0.085 0.077 0.092

Figurel.20 The jamovi CFA Model Fit results for our CFA model

assessing model fit is pretty sensitive to sample size, meaning that with a large sample a good
enough fit between the model and the data almost always produces a large and significant (p < .05)

chi-square value.

So, we need some other ways of assessing model fit. In jamovi several are provided by default.
These are the Comparative Fit Index (CFl), the Tucker Lewis Index (TLI) and the Root Mean Square
Error of Approximation (RMSEA) together with the 90% confidence interval for the RMSEA. Some
useful rules of thumb are that a satisfactory fit is indicated by CFI > 0.9, TLI > 0.9, and RMSEA of
about 0.05 to 0.08. A good fit is CFl > 0.95, TLI > 0.95, and RMSEA and upper CI for RMSEA
< 0.05.

So, looking at Figure ?? we can see that the chi-square value is large and highly significant. Our
sample size is not too large, so this possibly indicates a poor fit. The CFl is 0.762 and the TLI
is 0.731, indicating poor fit between the model and the data. The RMSEA is 0.085 with a 90%

confidence interval from 0.077 to 0.092, again this does not indicate a good fit.

Pretty disappointing, huh? But perhaps not too surprising given that in the earlier EFA, when we
ran with a similar data set (Section ??), only around half of the variance in the data was accounted

for by the five factor model.

Let’ s go on to look at the factor loadings and the factor covariance estimates, shown in Figures ??

and ??. The Z-statistic and p-value for each of these parameters indicates they make a reasonable
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contribution to the model (i.e. they are not zero) so there doesn't appear to be any reason to remove
any of the specified variable-factor paths, or factor-factor correlations from the model. Often the
standardized estimates are easier to interpret, and these can be specified under the ‘Estimates’

option. These tables can usefully be incorporated into a written report or scientific article.

Factor Loadings

Factor Indicator Estimate SE Z p Stand. Estimate
Agreeableness Al -0.468 0.099 -4.727  <.00001 -0.328
A2 0.771 0.079 9.761 <.00001 0.621
A3 1.061 0.082 13.002 <.00001 0.788
Ad 0.749 0.096 7.830 <.00001 0.516
A5 0.941 0.082 11.443  <.00001 0.71
Conscientiousness C1 0.802 0.076 10.531 <.00001 0.670
Cc2 0.747 0.087 8.558 <.00001 0.569
Cc3 0.539 0.087 6.191  <.00001 0.421
C4 -1.067 0.086 -12414  <.00001 -0.760
C5 -1.121 0.104 -10.775 <.00001 -0.678
Extraversion E1 -0.898 0.106 -8.512 <.00001 -0.550
E2 -1.261 0.100 -12667 <.00001 -0.761
E3 0.911 0.092 9.889 <.00001 0.627
E4 1.040 0.092 11.278 <.00001 0.692
E5 0.778 0.083 9.370 <.00001 0.596
Neuroticism N1 1.339 0.094 14174 <.00001 0.821
N2 1.215 0.093 13.067 <.00001 0.765
N3 1.217 0.097 12487 <.00001 0.747
N4 0.956 0.110 8.715  <.00001 0.574
N5 0.842 0.110 7.631 <.00001 0.494
Openness 01 0.665 0.082 8.119 <.00001 0.580
02 -0.653 0.115 -5.660 <.00001 -0.403
03 0.999 0.088 11.301  <.00001 0.831
04 0.233 0.085 2735 0.00624 0.197
05 -0.514 0.093 -5.521 <.00001 -0.405

Figurel.21 The jamovi CFA Factor Loadings table for our CFA model

How could we improve the model? One option is to go back a few stages and think again about
the items / measures we are using and how they might be improved or changed. Another option
is to make some post hoc tweaks to the model to improve the fit. One way of doing this is to use

“modification indices” , specified as an ‘Additional output’ option in jamovi (see Figure ?7).
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Factor Covariances

Estimate SE zZ p Stand. Estimate

Agreeableness Agreeableness 1.0002

Conscientiousness 0.335 0.074 4.507 <.00001 0.335

Extraversion 0.581 0.063 9213  <.00001 0.581

Neuroticism -0.164 0.077 -2.140 0.03233 -0.164

Openness 0.424 0.071 5848 <.00001 0.424
Conscientiousness  Conscientiousness 1.0007

Extraversion 0.504 0.065 7.756  <.00001 0.504

Neuroticism -0.289 0.074 -3.917 0.00009 -0.289

Openness 0.277 0.081 3.440 0.00058 0.277
Extraversion Extraversion 1.000

Neuroticism -0.238 0.076 -3.122 0.00179 -0.238

Openness 0.532 0.067 7.949 <.00001 0.532
Neuroticism Neuroticism 1.000°

Openness -0.182 0.078 -2.320 0.02033 -0.182
Openness Openness 1.000"

? fixed parameter

Figurel.22 The jamovi CFA Factor Covariances table for our CFA model

What we are looking for is the highest modification index (MI) value. We would then judge
whether it makes sense to add that additional term into the model, using a post hoc rationalisation.
For example, we can see in Figure 77 that the largest Ml for the factor loadings that are not already
in the model is a value of 28.786 for the loading of N4 ( “Often feel blue” ) onto the latent factor
Extraversion. This indicates that if we add this path into the model then the chi-square value will

reduce by around the same amount.

But in our model adding this path arguably doesn't really make any theoretical or methodological
sense, so it s not a good idea (unless you can come up with a persuasive argument that “Often
feel blue” measures both Neuroticism and Extraversion). | can't think of a good reason. But, for
the sake of argument, let’ s pretend it does make some sense and add this path into the model.
Go back to the CFA analysis window (see Figure ??) and add N4 into the Extraversion factor. The
results of the CFA will now change (not shown); the chi-square has come down to around 709 (a
drop of around 30, roughly similar to the size of the MI) and the other fit indices have also improved,

though only a bit. But it's not enough: it’ s still not a good fitting model.

If you do find yourself adding new parameters to a model using the Ml values then always re-check

the MI tables after each new addition, as the Mls are refreshed each time.

- 30 -



Factor Loadings - Modification Indices

Agreeableness Conscientiousness Extraversion Neuroticism Openness

Al 11.138 14.214 1.532 0.391
A2 1.203 1.018 3.645 0.534
A3 1.760 4,695 2.952 0.001
A4 6.992 4.152 0.060 2.299
A5 3.843 11.412 8.179 3.501
C1 4.215 1.962 0.545 0.147
C2 1.399 0.009 12.077 0.007
C3 0.849 1.542 12,774 0.863
Cc4 0.960 1.053 2.708 0.214
C5 0.226 1.028 4.746 0.206
E1 13.545 0.501 1.357 3.139
E2 5.360 1.670 19.013 2.334
E3 4.395 5.853 6.202 28.017
E4 22.831 1.51 0.302 9.370
ES 2.400 8.775 2.507 2.804
N1 1.147 0.591 1.083 0.147
N2 1.034 9.833 7.580 3.178
N3 0.207 0.007 0.013 0.009
N4 1.653 14.031 28.786 0.652
N5 1.129 0.028 0.843 2.896
01 0.069 0.190 1.889 0.280

02 6.429 2.426 8.060 6.849

03 2.1 2.093 7.699 1.037

04 1.851 13.387 10.541 8.873

05 1.584 4.494 2.974 2.188

Figurel.23 The jamovi CFA Factor Loadings Modification Indices

There is also a Table of Residual Covariance Modification Indices produced by jamovi (Figure
??). In other words, a table showing which correlated errors, if added to the model, would improve
the model fit the most. It's a good idea to look across both MI tables at the same time, spot the
largest MI, think about whether the addition of the suggested parameter can be reasonably justified
and, if it can, add it to the model. And then you can start again looking for the biggest Ml in the

re-calculated results.

You can keep going this way for as long as you like, adding parameters to the model based on
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Figurel.24 The jamovi CFA Residual Covariances Modification Indices
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the largest MI, and eventually you will achieve a satisfactory fit. But there will also be a strong
possibility that in doing this you will have created a monster! A model that is ugly and deformed

and doesn’ t have any theoretical sense or purity. In other words, be very careful!

So far, we have checked out the factor structure obtained in the EFA using a second sample and
CFA. Unfortunately, we didn’ t find that the factor structure from the EFA was confirmed in the

CFA, so it’ s back to the drawing board as far as the development of this personality scale goes.

Although we could have tweaked the CFA using modification indexes, there really were not any
good reasons (that | could think of) for these suggested additional factor loadings or residual co-
variances to be included. However, sometimes there is a good reason for residuals to be allowed
to co-vary (or correlate), and a good example of this is shown in the next section on Multi-Trait
Multi-Method (MTMM) CFA. Before we do that, let's cover how to report the results of a CFA.

1.3.2 Reporting a CFA

There is not a formal standard way to write up a CFA, and examples tend to vary by discipline
and researcher. That said, there are some fairly standard pieces of information to include in your

write-up:

1. A theoretical and empirical justification for the hypothesized model.
2. A complete description of how the model was specified (e.g. the indicator variables for each

latent factor, covariances between latent variables, and any correlations between error terms).

A path diagram, like the one in Figure ?? would be good to include.

A description of the sample (e.g. demographic information, sample size, sampling method).
A description of the type of data used (e.g., nominal, continuous) and descriptive statistics.
Tests of assumptions and estimation method used.

A description of missing data and how the missing data were handled.

The software and version used to fit the model.

Measures, and the criteria used, to judge model fit.

© 00N R W

Any alterations made to the original model based on model fit or modification indices.
10. All parameter estimates (i.e., loadings, error variances, latent (co)variances) and their standard

errors, probably in a table.

1.4
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Multi-Trait Multi-Method CFA

In this section we're going to consider how different measurement techniques or questions can be
an important source of data variability, known as method variance. To do this, we'll use another

psychological data set, one that contains data on “attributional style".

The Attributional Style Questionnaire (ASQ) Hewitt2004 collected psychological wellbeing data
from young people in the United Kingdom and New Zealand. They measured attributional style
for negative events, which is how people habitually explain the cause of bad things that happen
to them (Peterson1984). The attributional style questionnaire (ASQ) measures three aspects of

attributional style:

= Internality is the extent to which a person believes that the cause of a bad event is due to

his/her own actions.
= Stability refers to the extent to which a person habitually believes the cause of a bad event

is stable across time.
= Globality refers to the extent to which a person habitually believes that the cause of a bad

event in one area will affect other areas of their lives.

There are six hypothetical scenarios and for each scenario respondents answer a question aimed
at (a) internality, (b) stability and (c) globality. So there are 6 x 3 = 18 items overall. See Figure

?? for more details.

Researchers are interested in checking their data to see whether there are some underlying latent

factors that are measured reasonably well by the 18 observed variables in the ASQ.

First, they try EFA with these 18 variables (not shown), but no matter how they extract or rotate,
they can’ t find a good factor solution. Their attempt to identify underlying latent factors in the
Attributional Style Questionnaire (ASQ) proved fruitless. If you get results like this then either
your theory is wrong (there is no underlying latent factor structure for attributional style, which
is possible), the sample is not relevant (which is unlikely given the size and characteristics of this
sample of young adults from the United Kingdom and New Zealand), or the analysis was not the

right tool for the job. We’ re going to look at this third possibility.

Remember that there were three dimensions measured in the ASQ: Internality, Stability and Glob-

ality, each measured by six questions as shown in Figure 77.

What if, instead of doing an analysis where we see how the data goes together in an exploratory
sense, we instead impose a structure, like in Figure ??, on the data and see how well the data fits

our pre-specified structure. In this sense, we are undertaking a confirmatory analysis, to see how
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1. YOU HAVE BEEN LOOKING FOR A JOB UNSUCCESSFULLY FOR SOME TIME

(a) Is the cause of your unsuccessful job search due to something about you or
something about other people or circumstances?

Totally due to other people 1 2 3 4 5 6 7 Totally due to me
or circumstances

(b) In the future, when looking for a job, will this cause again be present?

Will never againbe 1 2 3 4 5 6 7 Will alwaysbe
present present

(c) Is the cause something that just influences looking for a job, or does it also
influence other areas of your life?

Influences justthis 1 2 3 4 5 6 7 Influencesall
particular situation situations in my life

Other hypothetical scenarios, each answered with (a), (b) and (c¢) in the same sort of way

2.
3.

4.
3.
6

A FRIEND COMES TO YOU WITH A PROBLEM AND YOU DON’T TRY TO HELP
YOU GIVE AN IMPORTANT TALK IN FRONT OF A GROUP AND THE AUDIENCE
REACTS NEGATIVELY

YOU MEET A FRIEND WHO IS HOSTILE TOWARDS YOU

YOU CAN’T GET ALL THE WORK DONE THAT OTHERS EXPECT OF YOU

YOU GO OUT ON A DATE AND IT GOES BADLY

Figurel.26 Six questions on the ASQ for each of the Internality, Stability and Globality dimensions

Figurel.25 The Attributional Style Questionnaire (ASQ) for negative events

Internality Stability Globality
Qla Ql1b Qlc
Q2a Q2b Q2c
Q3a Q3b Q3c
Q4a Q4b Qdc
Q5a Q5b Q5c
Q6a Q6b Qébe

well a pre-specified model is confirmed by the observed data.

A straightforward confirmatory factor analysis (CFA) of the ASQ would therefore specify three

latent factors as shown in the columns of Figure ??, each measured by six observed variables.
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Figurel.27 Initial pre-specification of latent factor structure for the ASQ
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We could depict this as in the diagram in Figure ??, which shows that each variable is a measure of
an underlying latent factor. For example INT1 is predicted by the underlying latent factor Internality.
And because INT1 is not a perfect measure of the Internality factor, there is an error term, el,
associated with it. In other words, el represents the variance in INT1 that is not accounted for by

the Internality factor. This is sometimes called “measurement error” .

The next step is to consider whether the latent factors should be allowed to correlate in our model.
As mentioned earlier, in the psychological and behavioural sciences constructs are often related to
each other, and we also think that Internality, Stability, and Globality might be correlated with each

other, so in our model we should allow these latent factors to co-vary, as shown in Figure ?7.

At the same time, we should consider whether there is any good, systematic, reason for some of
the error terms to be correlated with each other. Thinking back to the ASQ questions, there were
three different sub-questions (a, b and c) for each main question (1-6). Q1 was about unsuccessful
job hunting and it is plausible that this question has some distinctive artefactual or methodological
aspects over and above the other questions (2-5), something to do with job hunting perhaps.
Similarly, Q2 was about not helping a friend with a problem, and there may be some distinctive
artefactual or methodological aspects to do with not helping a friend that is not present in the other

questions (1, and 3-5).

So, as well as multiple factors, we also have multiple methodological features in the ASQ, where
each of Questions 1-6 has a slightly different “method” , but each “method” is shared across the
sub-questions a, b and c. In order to incorporate these different methodological features into the
model we can specify that certain error terms are correlated with each other. For example, the
errors associated with INT1, STAB1 and GLOB1 should be correlated with each other to reflect the
distinct and shared methodological variance of Qla, Qlb and Qlc. Looking at Figure 7?7, this means
that as well as the latent factors represented by the columns, we will have correlated measurement

errors for the variables in each row of the Table.

Whilst a basic CFA model like the one shown in Figure ?? could be tested against our observed
data, we have in fact come up with a more sophisticated model, as shown in the diagram in Figure
??. This more sophisticated CFA model is known as a Multi-Trait Multi-Method (MTMM)

model, and it is the one we will test in jamovi.

141 MTMM CFA in jamovi

Open up the ASQ.csv file and check that the 18 variables (six “Internality” , six “Stability” and

six “Globality” variables) are specified as continuous variables.
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Figurel.28 Final pre-specification of latent factor structure for the ASQ), including latent factor
correlations, and shared method error term correlations for the observed variable INT1, STAB1
and GLOB1, in a CFA MTMM model. For clarity, other pre-specified error term correlations

are not shown.
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To perform MTMM CFA in jamovi:

= Select Factor - Confirmatory Factor Analysis from the main jamovi button bar to open
the CFA analysis window (Figure 77).
= Select the 6 INT variables and transfer them into the ‘Factors’ box and give them the label

“Internality” .
= Create a new Factor in the ‘Factors’ box and label it “Stability” . Select the 6 STAB variables

and transfer them into the ‘Factors’ box under the “Stability” label.
= Create another new Factor in the ‘Factors’ box and label it “Globality” . Select the 6 GLOB

variables and transfer them into the ‘Factors’ box under the “Globality” label.
» Open up the Residual Covariances options, and for each of our pre-specified correlations move

the associated variables across into the ‘Residual Covariances’ box on the right. For example,
highlight both INT1 and STAB1 and then click the arrow to move these across. Now do the
same for INT1 and GLOB1, for STAB1 and GLOBI1, for INT2 and STAB2, for INT2 and

GLOB2, for STAB2 and GLOB2, for INT3 and STAB3, and so on.
» Check other appropriate options, the defaults are ok for this initial work through, though

you might want to check the “Path diagram” option under ‘Plots’ to see jamovi produce a
(fairly) similar diagram to our Figure ??, but including all the error term correlations that we

have added above.

Once we have set up the analysis we can turn our attention to the jamovi results window and see
what’ s what. The first thing to look at is “Model fit” as this tells us how good a fit our model is
to the observed data. NB in our model only the pre-specified covariances are estimated, everything
else is set to zero, so model fit is testing both whether the pre-specified “free” parameters are not
zero, and conversely whether the other relationships in the data — the ones we have not specified in

the model — can be held at zero.

There are several ways of assessing model fit. The first is a chi-square statistic, which if small
indicates that the model is a good fit to the data. However, the chi-square statistic used for assessing
model fit is very sensitive to sample size, meaning that with a large sample (more than 300-400
cases) a good enough fit between the model and the data almost always produces a large and

significant chi-square value.

So, we need some other ways of assessing model fit. In jamovi several are provided by default.
These are the Comparative Fit Index (CFl), the Tucker Fit Index (TFI) and the Root Mean Square
Error of Approximation (RMSEA) together with the 90% confidence interval for the RMSEA. As
we mentioned previously, some useful rules of thumb are that a satisfactory fit is indicated by CFI
> 0.9, TFl > 0.9, and RMSEA of about 0.05 to 0.08. A good fit is CFI > 0.95, TFI > 0.95, and
RMSEA and upper Cl for RMSEA < 0.05.
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Figurel.29 The jamovi CFA analysis window
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So, looking at Figure ?? we can see that the chi-square value is highly significant, which is not a
surprise given the large sample size (N = 2748). The CFlis 0.98 and the TLI is also 0.98, indicating
a very good fit. The RMSEA is 0.02 with a 90% confidence interval from 0.02 to 0.02 - pretty
tight!

Overall, | think we can be satisfied that our pre-specified model is a very good fit to the observed

data, lending support to our MTMM model for the ASQ.

Model Fit

Test for Exact Fit
x? df P

243.97 114 <.00001

Fit Measures

RMSEA 90% ClI
CFI TLI RMSEA  Lower Upper

0.98 0.98 0.02 0.02 0.02

Figurel.30 The jamovi CFA Model Fit results for our CFA MTMM model

We can now go on to look at the factor loadings and the factor covariance estimates, as in Figure
7?. Often the standardized estimates are easier to interpret, and these can be specified under the
‘Estimates’ option. These tables can usefully be incorporated into a written report or scientific

article.

You can see from Figure 77 that all of our pre-specified factor loadings and factor covariances are
significantly different from zero. In other words, they all seem to be making a useful contribution to

the model.

We’ ve been pretty lucky with this analysis, getting a very good fit on our first attempt. That’
s pretty unusual, and often in CFA additional post hoc tweaks are made to the model to improve
the fit. One way of doing this is to use “modification indices” , specified as an ‘Additional output’

option in jamovi.

What we are looking for is the highest modification index (MI) value. We would then judge

whether it makes sense to add that additional term into the model, using a post hoc rationalisation.
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For example, we can see in Figure 7?7 that the largest Ml for the factor loadings that are not already
in the model is a value of 24.52 for the loading of INT6 onto the latent factor Globality. This
indicates that if we add this path into the model then the chi-square value will reduce by about 25.
But in our model adding this path doesn’t really make any theoretical or methodological sense, and

therefore we won’ t be including this path in a revised model.

Confirmatory Factor Analysis

Factor Loadings

Factor Indicator  Estimate SE z p Stand. Estimate
Internality  INT1 0.55 0.05 12.28 <.00001 0.34
INT2 0.50 0.05 10.52 <.00001 0.28
INT3 0.61 0.04 13.95 <.00001 0.38
INT4 0.64 0.05 13.45 <.00001 0.36
INTS 0.54 0.04 12.52 <.00001 0.33
INTE 0.66 0.04 16.50 <.00001 0.45
Stability STAB1 0.53 0.04 14,97 <.00001 0.35
STAB2 0.48 0.03 14.54 <.00001 0.34
STAB3 0.69 0.03 20.20 <.00001 0.46
STAB4 0.65 0.03 20.72 <.00001 0.47
STABS 0.67 0.03 21.47 <.00001 0.49
STABG 0.66 0.03 2217 <.00001 0.51
Globality GLOB1 0.71 0.04 18.16 <.00001 0.40
GLOB2 0.73 0.04 20.32 <.00001 0.44
GLOB3 0.93 0.04 25.10 <.00001 0.54
GLOB4 0.83 0.03 24.99 <.00001 0.53
GLOB5 0.76 0.08 22.71 <.00001 0.48
GLOB6 0.96 0.03 27.66 <.00001 0.59

Factor Estimates

Factor Covariances

Estimate SE Z p Stand. Estimate

Internality  Internality 1.00
Stability 0.52 0.03 17.10 <.00001 0.52
Globality 0.45 0.03 14.96 <.00001 0.45

Stability ~ Stability 1.00"
Globality 0.70 0.02 35.47 <.00001 0.70

Globality ~ Globality 1.00"

2 fixed parameter

Figurel.31 The jamovi CFA Factor Loadings and Covariances tables for our CFA MTMM model
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Likewise, when we look at the Mls for the residual terms (Figure ??) the highest Ml is 13.48 for
allowing the errors between INT1 and INT3 to co-vary — i.e. to be included — in the model. But,
this isn’ t a particularly high MI, there is no reasonable justification for including this parameter in

the model, and we already have a good fit; so again our answer is no modification.

If you do find yourself adding new parameters to a model using the MI then always re-check the
MI tables after each new addition (or exclusion — in some software a Ml can also suggest parameters

to be removed from a model to improve model fit), as the Mls are refreshed each time.

Factor Loadings — Modification Indices

Internality  Stability Globality

INT1 1.41 0.16
INT2 4.86e-4 0.03
INT3 5.47 6.61
INT4 1.05e-6 2.66
INTS 0.24 1.68
INT6 12.60 24.52
STAB1 1.48 1.62
STAB2 3.06 0.12
STAB3 1.31 1.08
STAB4 3.10 2.88
STABS 0.01 8.40
STAB6 1.31 1.05
GLOB1 0.52 0.23
GLOB2 0.60 0.53
GLOB3 2.85 0.04
GLOB4 4.33 12.72
GLOB5S 7.23 0.12
GLOB6 3.44 6.03

Figurel.32 The jamovi CFA Factor Loadings Modification Indices

1.5
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Figurel.33 The jamovi CFA Residual Covariances Modification Indices
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Internal consistency reliability analysis

After you have been through the process of initial scale development using EFA and CFA, you
should have reached a stage where the scale holds up pretty well using CFA with different samples.
One thing that you might also be interested in at this stage is to see how well the factors are

measured using a scale that combines the observed variables.

In psychometrics we use reliability analysis to provide information about how consistently a scale
measures a psychological construct (See Section ??). Internal consistency is what we are con-
cerned with here, and that refers to the consistency across all the individual items that make up a
measurement scale. So, if we have V1, V2, V3, V4 and V5 as observed item variables, then we can
calculate a statistic that tells us how internally consistent these items are in measuring the underlying

construct.

A popular statistic used to check the internal consistency of a scale is Cronbach’ s alpha
(Cronbach1951). Cronbach’ s alpha is a measure of equivalence (whether different sets of scale
items would give the same measurement outcomes). Equivalence is tested by dividing the scale
items into two groups (a “split-half” ) and seeing whether analysis of the two parts gives comparable
results. Of course, there are many ways a set of items could be split, but if all possible splits are
made then it is possible to produce a statistic that reflects the overall pattern of split-half coeffi-
cients. Cronbach’ s alpha (o) is such a statistic: a function of all the split-half coefficients for a
scale. If a set of items that measure a construct (e.g. an Extraversion scale) has an alpha of 0.80,
then the proportion of error variance in the scale is 0.20. In other words, a scale with an alpha of

0.80 includes approximately 20% error.

BUT, (and that’ s a BIG “BUT” ), Cronbach’ s alpha is not a measure of unidimensionality (i.e. an
indicator that a scale is measuring a single factor or construct rather than multiple related constructs).
Scales that are multidimensional will cause alpha to be under-estimated if not assessed separately
for each dimension, but high values for alpha are not necessarily indicators of unidimensionality. So,
an alpha of 0.80 does not mean that 80% of a single underlying construct is accounted for. It could
be that the 80% comes from more than one underlying construct. That’ s why EFA and CFA are

useful to do first.

Further, another feature of alpha is that it tends to be sample specific: it is not a characteristic
of the scale, but rather a characteristic of the sample in which the scale has been used. A biased,
unrepresentative, or small sample could produce a very different alpha coefficient than a large,
representative sample. Alpha can even vary from large sample to large sample. Nevertheless,
despite these limitations, Chronbach’ s alpha has been popular in Psychology for estimating internal

consistency reliability. It’ s pretty easy to calculate, understand and interpret, and therefore it can
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be a useful initial check on scale performance when you administer a scale with a different sample,

from a different setting or population, for example.

An alternative is McDonald’ s omega (w), and jamovi also provides this statistic. Whereas alpha
makes the following assumptions: (a) no residual correlations, (b) items have identical loadings, and
(c) the scale is unidimensional, omega does not and is therefore a more robust reliability statistic. If
these assumptions are not violated then alpha and omega will be similar, but if they are then omega

is to be preferred.

Sometimes a threshold for alpha or omega is provided, suggesting a “good enough” value. This
might be something like alphas of 0.70 or 0.80 representing “acceptable” and “good” reliability,
respectively. However, this does depend on what exactly the scale is supposed to be measuring, so
thresholds like this should be used cautiously. It could be better to simply state that an alpha or
omega of 0.70 is associated with 30% error variance in a scale, and an alpha or omega of 0.80 is

associated with 20%.

Can alpha be too high? Probably: if you are getting an alpha coefficient above 0.95 then this indi-
cates high inter-correlations between the items and that there might be too much overly-redundant
specificity in the measurement, with a risk that the construct being measured in perhaps overly

narrow.

1.5.1 Reliability analysis in jamovi

We have a third sample of personality data to use to undertake reliability analysis: in the
bfi_sample3.csv file. Once again, check that the 25 personality item variables are coded as

continuous. To perform reliability analysis in jamovi:

» Select Factor - Reliability Analysis from the main jamovi button bar to open the relia-
bility analysis window (Figure 77?).

» Select the 5 A variables and transfer them into the ‘ltems’ box.

= Under the “Reverse Scaled ltems” option, select variable A1 in the “Normal Scaled Items” box

and move it across to the “Reverse Scaled Items” box.
= Check other appropriate options, as in Figure ?7.

Once done, look across at the jamovi results window. You should see something like Figure 77.
This tells us that the Chronbach’ s alpha coefficient for the Agreeableness scale is 0.70. This means
that just under 30% of the Agreeableness scale score is error variance. McDonald’ s omega is also

given, and this is 0.72, not much different from alpha.

We can also check how alpha or omega can be improved if a specific item is dropped from the
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Figurel.34 The jamovi Reliability Analysis window

scale. For example, alpha would increase to 0.72 and omega to 0.74 if we dropped item Al. This

isn” t a big increase, so probably not worth doing.

The process of calculating and checking scale statistics (alpha and omega) is the same for all the
other scales (not shown): Conscientiousness (alpha = 0.73, omega = 0.74 ), Extraversion (alpha
= 0.76, omega = 0.76), Neuroticism (alpha = 0.81, omega = 0.82) and Openness (alpha = 0.60,
omega = 0.62). For Openness then, the amount of error variance in the Scale score is 40%, which is
high and indicates that Openness is substantially less consistent as a reliable measure of a personality

attribute than the other personality scales.
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Reliability Analysis

Scale Reliability Statistics

mean sd Cronbach'sa McDonald's w

scale 4.650 0.900 0.701 0.720

Item Reliability Statistics

if item dropped

mean sd tem-rest correlation Cronbach'sa McDonald's w
Al12 4,628 1.374 0.287 0.722 0.735
A2 4,676 1.237 0.544 0.619 0.652
A3 4.640 1.301 0.608 0.588 0.607
Ad 4.828 1.422 0.404 0.676 0.701
AS 4.480 1.327 0.474 0.645 0.664

' reverse scaled item

Figurel.35 The jamovi Reliability Analysis results for the Agreeableness factor

1.6

Summary

In this chapter on factor analysis and related techniques we have introduced and demonstrated
statistical analyses that assess the pattern of relationships in a data set. Specifically, we have

covered:

» Exploratory Factor Analysis (EFA). EFA is a statistical technique for identifying underlying
latent factors in a data set. Each observed variable is conceptualised as representing the
latent factor to some extent, indicated by a factor loading. Researchers also use EFA as a way
of data reduction, i.e. identifying observed variables than can be combined into new factor

variables for subsequent analysis. (Section ??)
= Principal Component Analysis (PCA) is a data reduction technique which, strictly speaking,

does not identify underlying latent factors. Instead, PCA simply produces a linear combination

of observed variables. (Section ?77?)
= Confirmatory Factor Analysis (CFA). Unlike EFA, with CFA you start with an idea - a model -

of how the variables in your data are related to each other. You then test your model against

the observed data and assess how good a fit the model is to the data. (Section ?7?)
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= In Multi-Trait Multi-Method (MTMM) CFA, both latent factor and method variance are
included in the model in an approach that is useful when there are different methodological

approaches used and therefore method variance is an important consideration (Section ?77?)
= Internal Consistency Reliability Analysis. This form of reliability analysis tests how consistently

a scale measures a measurement (psychological) construct. (Section ??)
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